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Abstract

The THREEHUNDRED project aims at collecting one of the largest set of hydrody-
namical simulations of massive galaxy clusters. Since massive clusters are very scarce, the
zooming technique is used to individually resimulate spherical regions around the 324 most
massive objects found in the MULTIDARK, 1 giga-parsec volume N-body only simulation.
From the results of these simulations we train a machine learning algorithm to find a mapping
between dark matter halo properties derived by Rockstar halo finder and baryon properties,
such us gas mass , stellar mass and the Compton Y parameter within R500 obtained from
the hydrodynamical simulations. By doing so, we successfully populate the whole MultiDark
cluster-size halos with baryonic properties similar to those from the THREEHUNDRED hy-
dro simulations. We also prove that the trained models can also be applied to other N-body
simulations even when the mass resolution is a factor 8 lower than the one used for training.
Therefore, we can use these machine learning models to populate halos in much larger com-
putational volumes so they can be used to produce mock light cone observations of full sky
Xray surveys like e-ROSITA.
We have also collected a catalogue of almost 200,000 mock SZ maps from the THREEHUN-
DRED simulations with the same angular resolution and noise as the clusters observed by
the Planck satellite. We then applied deep learning techniques to compute the mass of the
real full-sky Planck maps by training our algorithms on the simulated mock images. We show
that the deep learning mass estimate is compatible with the Planck mass derived by applying
SZ scaling relation within a 20% bias, which is the expected bias assuming the hypothesis
of hydrostatic equilibrium holds. The advantage of deep learning methods is that they do
not rely on any assumption on the gas profiles to derive masses. The only requirement is
that the training set is accurate enough to reproduce the physical and observing conditions
of the objects of interest.
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